DOCUMENT DE PROJET : Infrastructure d'Accès Sécurisé (VPN)


1. Contexte et Objectif
La société fictive "StartLab" possède des serveurs internes contenant des documents confidentiels. Les employés sont en télétravail et doivent accéder à ces ressources de manière sécurisée via Internet. 
L'objectif : Mettre en place un tunnel VPN WireGuard permettant à un client externe d'accéder au réseau interne de l'entreprise.


2. Spécifications Techniques (Cahier des Charges)
A. Matériel Virtuel (VirtualBox)
  VM 1 : SRV-VPN (Passerelle / Serveur VPN)
· 2 Cartes réseaux (Pont + Réseau Interne).
  VM 2 : SRV-INT (Serveur Web Interne)
· 1 Carte réseau (Réseau Interne).
· Service : Apache2 
  VM 3 : CLIENT-LINUX (Client Nomade)
· 1 Carte réseau (Pont).
· Outil : WireGuard Client + Curl (pour tester le web).
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B. Plan d'Adressage IP 
	VM N°
	Nom de la Machine
	Interface (Linux)
	Mode VirtualBox
	Adresse IP / Masque
	Passerelle (Gateway)
	Rôle

	VM 1
	SRV-VPN
	enp0s3 (ou eth0)
	Pont (Bridged)
	DHCP (ex: 192.168.1.50)
	Ta Box Internet
	Interface vers Internet (WAN)

	VM 1
	SRV-VPN
	enp0s8 (ou eth1)
	Réseau Interne
	10.10.10.1 /24
	Aucune
	Interface vers le LAN sécurisé

	VM 1
	SRV-VPN
	wg0 (Virtuelle)
	WireGuard
	10.8.0.1 /24
	Aucune
	Entrée du tunnel VPN

	
	
	
	
	
	
	

	VM 2
	SRV-INT
	enp0s3 (ou eth0)
	Réseau Interne
	10.10.10.2 /24
	10.10.10.1
	Serveur Web caché (Cible)

	
	
	
	
	
	
	

	VM 3
	CLIENT
	Ethernet
	Pont (Bridged)
	DHCP (ex: 192.168.1.99)
	Ta Box Internet
	Employé Télétravail

	VM 3
	CLIENT
	wg0 (Virtuelle)
	WireGuard
	10.8.0.2 /24
	Aucune
	Sortie du tunnel VPN










PHASE 1 : Configuration de VirtualBox (Machine éteintes)
Avant d'allumer, configure les réseaux dans VirtualBox :
1. VM 1 (SRV-VPN) :
· Carte 1 : Accès par Pont (Bridged).
· Carte 2 : Réseau Interne (Nom : intranet).
2. VM 2 (SRV-INT) :
· Carte 1 : Réseau Interne (Nom : intranet).
3. VM 3 (CLIENT) :
· Carte 1 : Accès par Pont (Bridged).



PHASE 2 : Préparation de la Cible (VM 2 : SRV-INT)
1. Installation du serveur web
On commence par mettre à jours nos paquets
On installe Apache2
[image: ]
On redémarre la VM en modifiant les paramètres réseaux en interne.
2. Configuration IP Statique
On ouvre le fichier de configuration de notre carte réseaux avec : 
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On le complète de cette manière.
[image: ]
Puis on redémarre le service 
[image: ]
Et enfin on vérifie l’état du service avec la machine.
A présent cette VM n’as plus accès à internet (pour l’instant)
[image: ]

PHASE 3 : Installation du Routeur VPN (VM 1 : SRV-VPN)
Étape 1 : Mise à jour et installation des outils
On commence par mettre à jours nos paquets
On Install ensuite Wire Guard (le VPN) ainsi que iptables (L'outil historique de pare-feu sous Linux pour transformer notre pc en routeur)
[image: ]
Étape 2 : Activer le rôle de "Routeur" (IP Forwarding)
Pour cela on rentre dans le fichier de conf 
[image: ]
Puis on modifie la ligne 
[image: ]
(dans certain cas le fichier de conf peut être vide alors on inscrit simplement la ligne sans ‘#’)
Puis on vérifie avec 
[image: ]
La commande nous renvoi la ligne modifier cela veut dire que c’est bon
Étape 3 : Fixer les identités réseau (Configuration IP)
Maintenant il faut configurer nos deux cartes réseaux (une en wam pour l’accès internet et l’autre en lan)
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On remplis le fichier de conf exactement comme ceci
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Puis on redémarre le service et on vérifie 
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Si la commande ne retourne rien c’est que la configuration fonctionne
[image: ]
On voit bien que nos deux cartes réseaux sont active [image: ]
On voit bien que nous avont internet contrairement à notre VM2 (pour l’instant) grace à notre carte réseaux en wan
Étape 4 : Création des trousseaux de clés cryptographiques
WireGuard fonctionne sur le principe de la cryptographie asymétrique (comme HTTPS ou SSH). Il n'y a pas de mot de passe. Chaque machine possède une paire de clés
On vas donc générer nos clés
On se rend dans le répertoire de wireguard
on donne les permission de lecture, écriture et exécution, afin que les clés puissent être crée par wireguard
puis on génère les clés . 
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On vient ensuite récupérer nos clés 
[image: ]
(on garde la clé privé pour plus tard) « oMwZ6hdgXjJxNZ3pRnSrWB/u74wKCxpUApeQQDwqjH0=
[image: ]
Pareil pour la clé publique
« biqAak109C0XQSMXxkKX25aF/Ymv/IiXwXQhH6tIwgw= »

Étape 5 : La configuration du Tunnel VPN
On vas créer le fichier de conf du tunel vpn
[image: ]
Étape 6 : Allumage du VPN
On utilise On utilise un utilitaire pratique fourni avec WireGuard : wg-quick. Il lit le fichier .conf qui vas lire le fichier de conf pour faire une nouvelle interfaces ip.
(systemctl enable) sert à ce qu’au redémarrage wireguard se relance automatiquement
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Puis
[image: ]
On vas simplement vérifier en tapant ip a
[image: ]
Notre « passerelle » est bien active « wg0 »
wg-quick up (pour forcé son fonctionnement)
à partir de maintenant on à récupérer le réseau sur la VM2 ce qui signifie que notre passerelle fonctionne
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PHASE 4 : Préparation du Client Nomade (VM 3 : CLIENT)
On se rend maintenant sur la 3ème VM 
Étape 1 : Installation des outils
On met à jour nos paquets puis on install wireguard et curl
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Étape 2 : Génération des clés du CLIENT
De même que sur  le serveur VPN, on install le client wireguard et on récupère les clés crypté.
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[image: ]
Clé publique =
519GQvYzionp7D+5urgBRCsLpzTnP1qVexPe/Ufndy8=
Clé privé = 
0HAiSMs8zwlByWQd+OcJ64Ggl8BYsRqIR2DAuYBS+kY=
Étape 3 : Configuration du tunnel Client de la même manière que précédemment on vient créer le fichier de configuration de wireguard 
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(pour actualiser la configuration)

PHASE 5 : L'Appairage Final (Retour sur VM 1)
On rertourne dans le fichier de conf et on ajoute la section peer
Notre fichier ressemble donc à ca [image: ]
Pour que le serveur prenne en compte la config on relance 
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Maintenant petite phase de test
TEST 1 : Vérification du "Handshake"
On Interroge le statut de WireGuard :
[image: ]
TEST 2 : interroger le serveur apache de la VM 2
[image: ]
Comme on peut le voir, la commande curl retourne le contenue html de la page par défaut d’apache de notre vm2 , celle-ci étant en réseau interne uniquement cela signifie que le tunnel fonctionne. 


(bonus) Si on veut rajouter de nouveau client, il faut faire
wg set wg0 peer <CLE_PUBLIQUE_DU_NOUVEAU> allowed-ips 10.8.0.3/32
car wireguard n’est pas un serv dhcp donc il ne s’occupe pas des ip de manière dynamique.
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This file describes the network interfaces avi
# and how to activate them. For more informatio

source /etc/network/interfaces.d/x

# The loopback netuork interface
auto 1o
iface lo inet loophack

auto enpos3

iface enpesa inet static
address 10.10.10.2/24
gateuay 10.10.10.1




image5.png
root@debian:“# systemctl restart netwarking.service _
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PING
Fram

ping:

Fram
Fram
e

§.8.8.8 (8.5.8.8) 56(84) bytes of data.

10.10.10.2 icmp_sen=1 Destination Host Unreachahle
sendmsg: Aucun chemin d'accés pour atteindre 1'hdte cible
10.10.16.2 icmp_sen=2 Destination Host Unreachahle
10.10.10.2 icmp_sen=3 Destination Host Unreachable
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root@debian:~# apt install wireguard iptables -
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root@debian:/# nano /etc/sysctl.conf
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root@debian:/# sysctl —-p
net.ipvll.ip_forward = 1
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root@debian:/# nano /etc/network/interfaces
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E L'interface de boucle locale (ne pas toucher)

auto lo
iface lo inet loopback

# L'interface WAN (vers Internet/Ta Box) - En DHCP
auto enp@s3
iface enpds3 inet dhcp

# L'interface LAN (vers le réseau privé) - IP FIXE
# C'est la future passerelle de la VM 2
auto enpds8
iface enpds8 inet static
address 10.10.10.1
netmask 255.255.255.0
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root@debian:/# systemctl restart networking
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rootiddebian:/# 1p a
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default glen 1000
Link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_Lft forever preferred_lft forever
inet6 - :1/128 scope host noprefixroute
valid_Lft forever preferred_lft forever
2: enpds3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc fq_codel state UP group default glen 1000
link/ether 08:00:27:30:5e:15 brd £f:ff:ff:Ff Ffiff
altname enx080027305e15
dinet 192.168.1.26/2 brd 192.168.1.255 scope global dynamic noprefixroute enpds3
valid_lft 86358sec preferred_Lft 75558sec
inet6 2201 cb08: 17132300 dc77:6546:810e:3b09/6l scope global dynamic mngtmpaddr noprefixroute
valid_lft 86389sec preferred_Lft 589sec
inet6 fei0: :ledi:UGsc: 2976 2 fe/6ll scope Link
valid_Lft forever preferred_lft forever
3: enp0s8: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc fq_codel state UP group default glen 1000
link/ether 08:00:27:b9:bc:bS brd £f:f:ff:Ff: Ff Ff
altname enx080027b9bcbs
inet 10.10.10.1/24 brd 10.10.16.255 scope global enpdss
valid_lft forever preferred_lft forever
inet6 fes0::a00:27¢F febo:bebs/6 scope link proto kermel 1l
valid_lft forever preferred_Lft forever
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root@debian: /# ping

PING 8.8.8.8 (8.8.
6l bytes from 8.
6l bytes from 8.
6l bytes from 8.
6l bytes from 8.

"X6l bytes from

6l bytes from 8.

@R mmnno
©ommm e
woommo

8.8.8.8

.8

.5) 56(84) bytes of data.

icmp_seq=1 tt1=116 time=9.01
icmp_seq=2 tt1=116 time=10.4
icmp_seq=3 ttl=116 time=26.2
icmp_seq=4 ttl=116 time=17.1

icmp_seq=5 ttl=116 time=13.

icmp_seq=6 ttl=116 time=7.63

ns
ns
ns
ns
2 ms
ns
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root@debian:~# cd /etc/wireguard/
root@debian:/etc/wireguard# umask 877
root@debian: /etc/wireguardt wg genkey | tee privatekey | wg pubkey > publickey

root@debiar

‘etc/wireguard#
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root@debian:/etc/wireguard# cat privatekey
oMwZ6hdgXjIxNZ3pRnSriB/u7UwKCxpUApeQQDwg jHO=




image18.png
root@debian:/etc/wireguard# cat publickey
biqAak109COXQSMXxKKX25aF /Ymv/IiXwXQhH6t Ingw=
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[Interface]

# L'IP du serveur DANS le tunnel

Address = 10.8.0.1/24

# Le port UDP a ouvrir sur Internet
ListenPort = 51820

#clé privé
PrivateKey = oMwZ6hdgXjJxNZ3pRnSrilB/u7UnKCxpUApeQQDwg HO=|

# Régles de pare—feu
PostUp = iptables -A FORWARD —i wg0 —j ACCEPT; iptables —t nat -A POSTROUTING o enp@s3 —j MASQUERADE

PostDonn = iptables -D FORWARD —i wg® —j ACCEPT; iptables —t nat -D POSTROUTING o enp@s3 —j MASQUERADE
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rootgdeblan:/etc/wireguards wg—quick up wgw

[#] ip link add wg® type wireguard

[#] wg setconf wgd /dev/fd/63

[#] ip -4 address add 10.8.0.1/24 dev wg®

[#] ip link set mtu 1420 up dev wg®

[#] iptables -A FORWARD —i wg@ —j ACCEPT; iptables —t nat -A POSTROUTING -o enp@s3 —j MASQUERADE
root@debian: /etc/wireguard#
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root@debian:/etc/wireguard# systemctl enable wg-quick@wg®

Created symlink '/etc/systemd/system/multi-user.target.wants/wg-quick@wg.service' » '/usr/lib/systemd/system/wg-quick@.
service'.

root@debian: /etc/wireguard# |
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root@debian:/etc/wireguard# ip a
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default glen 1000
Link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_Lft forever preferred_lft forever
inet6 - :1/128 scope host noprefixroute
valid_Lft forever preferred_lft forever
2: enpds3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc fq_codel state UP group default glen 1000
link/ether 08:00:27:30:5e:15 brd £f:ff:ff:Ff Ffiff
altname enx080027305e15
dinet 192.168.1.26/2 brd 192.168.1.255 scope global dynamic noprefixroute enpds3
valid_lft 85227sec preferred_Lft 74u27sec
inet6 2201 cb08: 17132300 dc77:6546:810e:3b09/6l scope global dynamic mngtmpaddr noprefixroute
valid_lft 86376sec preferred_Lft 578sec
inet6 fei0: :ledi:UGsc: 2976 2 fe/6l scope Link
valid_Lft forever preferred_lft forever
3: enp0s8: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc fq_codel state UP group default glen 1000
link/ether 08:00:27:b9:bc:bS brd £f:f:ff:Ff: Ff Ff
altname enx080027b9bcbs
inet 10.10.10.1/24 brd 10.10.16.255 scope global enpdss
valid_lft forever preferred_lft forever
inet6 fes0::a00:27¢F febo:bebs/6 scope link proto kermel 1l
valid_Lft forever preferred_lft forever
5: wg0: <POINTOPOINT,NOARP,UP,LOWER_UP> mtu 1420 qdisc nogueue state UNKNOWN group default glen 1000
Link/none
inet 10.2.06.1/2U scope global wg®
valid_Lft forever preferred_lft forever
root@debian: /etc/wireguard#
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"oot@debian:™# ip a
1: lo: <LDOPBACK,UP,LOWER_UP> mtu 65536 odisc nogueue state UNKNOHN group de
Link/loopback 00:00:00:00 o brd 00 90:00:00
inet 127.0.0.1/8 scope host lo
valid_Lft forever preferred_lft forever
ineté /128 scope host noprefixroute
valid_Lft forever preferred_lft forever
2: enpos3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 odisc fo_codel state U
Link/ether 08:00:27:dd:f1:74 brd ff:ff:ff:ff:fffi
altname enxo80027ddf174
inet 10.10.10.2/24 brd 10.10.10.255 scape global enpos3
valid_Lft forever preferred_lft forever
inete - oo o0 /64 scope link proto kernel 11
valid_Lft forever preferred_lft forever
root@debian: ¥ ping 8.8.8.8
PING B.8.8.8 (8.8.6.8) 56(84) bytes of data
54 bytes from 8.8.6.8: icmp_seq=1 tt1=115 tine=45.9 ms
54 bytes from 8.8.8.8: icmp_seq=2 tt1=115 tine=22.2 ms

54 bytes from 8.8.8.6: icmp_seq=3 tt1=115 tine=23.1 ms
T

- B.8.8.8 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2045ms
Pt min/ave/max/mdey = 22.217/30.415/45.865/10.945 ns
root@debian: % _
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root@debian:~# apt update && apt install wireguard curl -y
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root@debian:~# cd /etc/wireguard/
root@debian: /etc/wireguard# umask 077
root@debian: /etc/wireguard# wg genkey | tee privatekey | wg pubkey > publickey
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root@debian: /etc/wireguard# cat publickey
519GQvYzionp7D+5urgBRCsLpzTnPlqVexPe/Ufndys=
root@debian: /etc/wireguard# cat privatekey
OHAiSMsBzwByWQd+0cJ6UGgL8BYSRGIR2DAUYBS +hY=
‘etc/wirequard#
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[[Interface]

# L'IP du client dans le tunnel

Address = 10.8.0.2/24

# la clé privé pour s'identifier

PrivateKey = OHAiSMs8zwlByWQd+0cJ6UGgLBBYSRGIR2DAUYBS +hY=

[Peer]
# La clé publique du serveur VML
PublicKey = biqAak1@9COXQSMXxKKX25aF/Ymv/IiXwXQhH6tIngw=

# on donne 1'adresse de notre serveur vpn
Endpoint = 192.168.1.26:51820

# on donne la plages des ips accéssible
AllowedIPs = 10.8.0.0/24, 10.10.10.6/24

# maintient la connexion active en ping toutes les 25 sec
PersistentKeepalive = 25
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root@debian: /etc/wireguard# wg-quick up wg®
[#] ip link add wg® type wireguard

[#] wg setconf wgd /dev/fd/63

[#] ip -4 address add 10.8.0.2/24 dev wg®
[#] ip link set mtu 1420 up dev wg®

[#] ip -4 route add 10.10.10.0/24 dev wg®
root@debian: /etc/wireguard# |
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[Interface]
# L'IP du serveur DANS le tunnel
Address = 10.8.0.1/24

# Le port UDP a ouvrir sur Internet
ListenPort = 51820

#clé privé
PrivateKey = oMwZ6hdgXjJxNZ3pRnSIiB/u7UwKCxpUApeQQDwa jHE=

# Régles de pare—feu
PostUp = iptables —A FORWARD -i wg@ —j ACCEPT; iptables —t nat -A POSTROUTING o enp@s3 —j MASQUERADE

PostDown = iptables -D FORWARD i wgd —j ACCEPT; iptables -t nat -D POSTROUTING —o enp0s3 —j MASQUERADE
[Peer]
# La clé publique du client autorisé

PublicKey = 519GQuYzionp7D+5urgBRCsLpzTnPlqVexPe/Ufndy8=

# Le /32 pour bloquer les autres ips
AllowedIPs = 10.8.0.2/32
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root@deblan:/etc/wireguard# wg—quick down wgo

[#] ip link delete dev wgo

[#] iptables -D FORWARD —i wg@ —j ACCEPT; iptables —t nat -D POSTROUTING -o enp@s3 —j MASQUERADE
root@debian: /etc/wireguard# wg-quick up wg®

[#] ip link add wg® type wireguard

[#] wg setconf wgd /dev/fd/63

[#] ip -4 address add 10.8.0.1/24 dev wg®

[#] ip link set mtu 1420 up dev wg®

[#] iptables -A FORWARD —i wg@ —j ACCEPT; iptables —t nat -A POSTROUTING -o enp@s3 —j MASQUERADE
root@debian: /etc/wirequard#
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root@debian: /etc/wireguard# wg show

interface: wg0
public key: 519GQvYzionp7D+5urgBRCsLpzTnPlqVexPe/Ufndy8=
private key: (hidden)
listening port: 469U

peer: biqAak109COXQSMXxKKX25aF /Ymv/IiXuXQhH6t Ingw=
endpoint: 192.168.1.26:51820
allowed ips: 10.8.0.0/24, 10.10.10.6/24
latest handshake: 29 seconds ago
transfer: 276 B received, 2.61 KiB sent
persistent keepalive: every 25 seconds
root@debian: /etc/wireguard#
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root@debian:/etc/wireguard# curl http://10.10.10.2

<IDOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.8 Transitional//EN" "http://www.w3.org/TR/xhtml1/DTD/xhtmll-transitional.dtd"
>

<html xmlns="http://www.w3.0rg/1999/xhtml">
<head>
<meta http-equiv="Content-Type" content="text/html; charset=UTF-8" />
<title>Apache2 Debian Default Page: It works</title>
<style type="text/css" media="screen">

margin: 8px Gpx Opx Opx;
padding: Bpx Bpx Bpx Opx;
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Projet VPN WireGuard : Architecture Debian CLI
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o Ligne pleine noire : Connexion physiquefiogiqe

© IP Forwarding + NAT SRitilée : Tunnel chifiré

Gateway de SR-INT = SRVINT = 10.10.10.1

VM 1: =
&= : SRV-
SRV-VPN = w2z (%p:; al:l)T
(Debian) ==
0000
[Cemowan -orce ) =
i =
' Service Apache2
W50)- 1010101726 [ (Port80)
g0 (VPN)- 1080.124) i
e '
'
'
'

Trafic HTTP (Non chifrré)





image2.png
root@deblan:

- # systemctl status apachec.service

» apache2.service - The Apache HTTP Server

Loaded:

Active

Invocation:
Docs:
Frocess:

Main PID
Tasks
Hemory

CrRl:
CGroup:

loaded (/usr/lib/systemd/systen/apac
active (running) since Wed 2625-11-
10dc04281eaeedf 70a4cdesc 10661 F139
https://httpd.apache.org/docs/2.4/
692 ExecStart=/usr/shin/apachectl st
64 (apachez)
55 (limit: 2346)
8.1 (peak: 8.5M)
296ms
/systen.slicesapache2.service
764 /usr/shinsapachez -k start
765 /usr/shinsapaches -k start
766 /usr/shin/apachez -k start
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root@debian: ¥ nano /etc/network./interfaces_





